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Abstract

Abstract—This paper explores sentiment analysis and topic modeling in the context of Al tools and conversational
agents. The emerging popularity of these Al-powered technologies in everyday life, such as ChatGPT, Google
Bard, Bing, and others, has led to an increasing need to understand public sentiment and discussion topics
concerning these agents. Our approach involves data scraping from Twitter, preprocessing to clean the data,
applying Latent Dirichlet Allocation (LDA) for topic modeling, and then conducting sentiment analysis on each
topic using machine learning (MI) models including Random Forest (RF), Support Vector Machines (SVM),
Multinomial Naive Bayes (NB), Gradient Boosting (GB) Classifier, Logistic Regression (LR), and an Ensemble
Learning (EL) method. The performance of the models was evaluated using metrics such as confusion matrix,
ACC, Prec, Rec, and F1-s. Results demonstrated that EL and LR were particularly effective in sentiment
classification. Furthermore, the LDA model successfully unveiled distinct topics in the discourse around Al tools
and conversational agents. Future work includes implementing deep learning models for improved sentiment
analysis and extending the scope to a larger, more diverse dataset for comprehensive insights. The study provides
a useful methodology for understanding public sentiment and discourse about rapidly evolving Al technologies.
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1. Introduction
Twitter and other microblogging services have become extremely popular as venues for people to share their

ideas, viewpoints, and attitudes on a range of topics [1], [2]. Social networks and microblogging websites have
grown quickly, becoming some of the most important online spaces for people to express their opinions.
Particularly Twitter acts as a popular microblogging and social networking site, producing a massive amount of
information.

Researchers have been using social data more and more lately for sentiment analysis, which examines people’s
attitudes and sentiments regarding a certain item, idea, or event. Opinion mining and sentiment analysis are two
terms for the same problem in natural language processing. It entails figuring out a text’s sentiment orientation
and categorizing it as positive, negative, or neutral [3], [4].

Twitter sentiment analysis’s capacity to acquire and classify public opinion through the study of extensive social
data has made it a hot research area. Comparatively to evaluating other forms of data, doing sentiment analysis
on Twitter data has particular difficulties.

The restriction of having to articulate ideas inside Twitter’s 140-character limit is one of the key challenges.
Because of this restriction, tweets frequently include colloquial English, strange idioms, including slang and
acronyms. Researchers have focused their attention on investigating sentiment analysis designed particularly for
tweets to address these issues [5].

The ML technique and the lexicon-based approach are the two basic categories into which Twitter sentiment
analysis methodologies may be divided. Using labeled training data, models are trained using the ML technique
to automatically categorize tweets into positive, negative, or neutral attitudes. These models use deep learning
methods, NB, or support vector machine algorithms (SVM).

The lexicon-based technique, on the other hand, makes use of pre-made sentiment lexicons or dictionaries that
provide words or phrases sentiment ratings. The sum of these ratings is used to calculate a tweet’s overall emotion.
Although computationally effective, lexicon-based techniques may have trouble capturing the subtleties of slang
and informal language.

Given the distinctive qualities of Twitter data and the dynamic nature of language usage on the network,
researchers continue to investigate and create novel ways to improve the Prec and efficacy of Twitter sentiment
analysis.

The advent of Artificial Intelligence (Al) has revolutionized various fields of technology, significantly impacting
our day-to-day lives. In particular, the emergence of Al-based tools and conversational agents, often termed as
chatbots, have transformed the way humans interact with digital platforms. As an integral part of this interaction,
natural language processing (NLP) and ML techniques have been applied extensively to understand, process, and
respond to human language. Two prominent techniques in this context are sentiment analysis and topic modeling,
which have enabled Al tools to simulate human-like conversations and produce context-aware responses.
Sentiment analysis, also known as opinion mining, involves determining the emotional tone behind a series of
words to understand the attitudes, opinions, and emotions of the speaker. It helps in evaluating user feedback,
gauging brand reputation, and enhancing customer service. On the other hand, topic modeling is an unsupervised
ML technique used to discover the abstract “’topics” that occur in a collection of documents. In the realm of
conversational Al, it can provide insights into the general themes present in the conversation, aiding the Al to
generate pertinent responses.

This paper aims to provide an in-depth exploration of the application of sentiment analysis and topic modeling in
Al tools and conversational agents. We delve into the various methodologies, algorithms, and models used for
these tasks, evaluate their effectiveness in real-world scenarios, and speculate on potential future advancements
in this field. We also present a comprehensive analysis of the challenges faced in employing these techniques and
suggest ways to overcome them, pushing the boundaries of what is possible in human-computer interaction.
This paper should serve as a valuable resource for academics, researchers, and practitioners alike, contributing
towards understanding the intricacies of sentiment analysis and topic modeling within the context of Al-powered
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conversational tools. We hope to inspire further exploration and innovation in this fascinating intersection of
technologies.

2. Related Work

Based on a large number of sources from several academic fields, this part includes a literature review on
sentiment analysis, textual analytics, ML techniques, Twitter, and natural language processing (NLP) [6]. It
emphasizes how crucial it is to manage changing data difficulties and use strategic information properties to
reorganize data. Additionally, it underlines the value of using ML approaches as crucial tools. The main foci of
textual analytics are character evocation and analysis, text visualization, and semantic and syntactic analysis. It
also covers the investigation of these techniques related external and endogenous aspects [6].

Numerous areas have discovered useful uses for text analysis. It has been applied to a variety of tasks, including
email filtering [7], sarcasm and irony detection [8], document organization [9], sentiment and opinion mining
prediction [10], [11], hate speech detection [12], [13], the development of question-answering systems [14],
content mining [15], and biomedical text mining [16], [17]. Particularly Twitter data has been heavily utilized for
emotional analysis [3], [18], [19]. French energy company’s consumer feedback was analyzed using more than
70,000 tweets from over a year ago [20]. Frequency-based filtering methods and the latent Dirichlet allocation
(LDA) algorithm were used to unearth important insights that the enormous volume of data had previously kept
buried.

Additionally, Poisson and negative binomial models have been used to study the popularity of tweets [21].

The link between themes is also evaluated in the aforementioned study using seven measures of dissimilarity.
According to the findings, the Kullback-Leibler and Euclidean distances perform the best at identifying subjects
that are connected to user-based interactive approaches. The time-aware knowledge extraction (TAKE) approach
has been used in related studies before [22]. Textual analysis has been used in other information systems research
to create models for recognizing human qualities, such as dominance in electronic communication. These studies
have also found utility in information retrieval, product placement, content selection, and user psychological
analysis. Prior studies have also looked at how to extract emotion using linguistic and psychological analysis from
multilingual social media messages [23].

Monitoring Twitter data has been used to analyze prior epidemics and crisis situations [24]-[26]. In order to better
understand the regional distribution of attitudes about healthy and unhealthy eating in the United States, Widener
and Li performed research [27]. They discovered that people in rural regions tweet far less frequently than those
in cities and suburbs by analyzing tweets and looking at their spatial distribution. Small metropolitan regions had
less tweets per person about food than bigger towns and cities, according to the research. According to a LR study,
low-income neighborhoods had a higher percentage of tweets about unhealthy food. Additionally, sentiment
analytics in healthcare have made use of Twitter data.

By examining Twitter tweets, De Choudhury et al. looked at the postnatal behavioral changes and emotions of

new moms [28]. In order to spot the telltale indicators of postpartum depression in moms, researchers looked at
elements including language style, mood, social network, and social engagement. Utilizing fresh analytical
frameworks, Twitter data has also been studied in the context of supply chain management (SCM) [29]. On 22,399
SCM-related tweets, useful insights were gained by content analysis, sentiment analysis, text mining, descriptive
analysis, and network analytics. These insights will improve SCM research and practices. For gathering,
managing, storing, mining, and displaying Twitter data, Carvaho et al. established an effective platform called
MISNIS (intelligent Mining of Public Social Networks’ impact in Society) [30]. Research on the public discourse
around the COVID-19 epidemic and the government initiatives put in place during that time was done by Lopez
etal. [31]. To determine the most popular policy responses during the epidemic, they used text mining algorithms
on Twitter data from several nations in many languages. The epidemiology of COVID-19 was examined using
text mining by Saire and Navarro [32] using news articles from Bogota, Colombia. They predicted a relationship
between the quantity of tweets and the quantity of afflicted individuals. In another research, Schild et al. examined
4Chan and Twitter to better understand how sinophobia has evolved as a result of the epidemic [33].

In research on COVID-19 topic modeling, Kaila et al. [34] generated the top 10 COVID-19-related topics from a
random sample of 18 000 tweets. The NRC sentiment lexicon was used by the authors to calculate the emotions
as well. Han et al. [35] published a study on the perception of COVID19 among Chinese citizens in a different
study. They divided the COVID-19-related postings into seven main subjects and further 13 subtopics. According
to research by Depoux et al. [36], social media panic is more likely to spread quickly than COVID-19 fear.
Therefore, such rumors, feelings, and public conduct must be recognized and addressed by the specialists and
pertinent authorities as soon as feasible.
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Huang and Carley [37] recently investigated the sentiments of the general public and the conversation around
COVID19 on Twitter and discovered that the regular Twitter users’ remarks are the most impactful. In contrast to
the study stated above, we offered a fresh data set and the most popular issue that the public discussed in their
postings in this article. To automatically determine sentiment using NLP, we gave benchmarked findings.

Table 1. Summary of related work.

Researcher(s) Topic Methods/Approach
. . Geographical spread of healthy and Spatial distribution analysis,
Widener and Li [27] unhealthy food sentiment LR
Analysis of linguistic style,
Postnatal behavioural changes and emotion, social network, and
De Choudhury et al. [28] moods of new mothers social
engagement

Government policies and general

Lopez et al. [31] discourse during the COVID-19 Textmining ofTwitter

. data
pandemic
Saire and Navarro [32] Epidemiology of CO_VII_D-19 based on Text mining analys_ls,
press publications correlation analysis
Schild et al. [33] Evolution of smopho_bla during the Analy5|§of4Chanand
pandemic Twitter data
Kaila et al. [34] COVID—l_9top|cmodelllngand Topic modell_ng, sentiment
sentiment analysis lexicon

Categorization of COVID19-

Perception of COVID-19 among related postings into topics and

Han etal. [35] Chinese citizens

subtopics
Spread of social media panic and Analysis of rumors, feelings,
Depoux et al. [36] COVID-19 fear and public behavior

Analysis of Twitter user
comments, sentiment analysis
using NLP

Sentiments and conversations around

Huang and Carley [37] COVID-19 on Twitter

There is a significant body of research dedicated to the domains of sentiment analysis and topic modeling. The
evergrowing interest in these areas can be attributed to their wide-ranging applications in understanding user
sentiment, streamlining customer support, enhancing business strategies, and much more. These techniques form
the backbone of many sophisticated Al tools and conversational agents that are becoming increasingly prevalent
in our digital world. Al-powered conversational agents, like OpenAI’s GPT-3 and its successors, Google’s Meena,
Facebook’s Blender, and Microsoft’s Turing NLG, represent the cutting edge of this technology, blending aspects
of sentiment analysis and topic modeling to interact seamlessly with users. These models aim to understand and
generate human-like text, allowing them to respond intelligently to a user’s queries or comments. Furthermore,
tech giants such as Google and Bing have incorporated similar technology into their search algorithms to better
understand user intent and improve the relevance of search results.

However, with the advancements and benefits come challenges. One of the key hurdles is accurately gauging
public sentiment. The complexity of human language, marked by its nuances, context-dependency, and cultural
variations, makes understanding sentiment a non-trivial task. Misinterpretations can lead to inaccurate responses
or analysis, which could impact user experience or the quality of the insights derived from such analyses.

Our work is positioned within this exciting and challenging landscape. Building upon the foundations set by
previous research and leveraging the power of state-of-the-art Al tools, we aim to contribute to the ongoing
advancements in sentiment analysis and topic modeling. Through our work, we hope to further unravel the
complexities of sentiment detection and improve the overall effectiveness of conversational agents.

3. Methodology
Our approach to this research commences with the extraction of data from Twitter, followed by a comprehensive
preprocessing stage and subsequent topic modeling. Each identified topic is then subjected to sentiment analysis.
The effectiveness of our methodology is evaluated in the concluding segment of our research. In the following
subsections, we present our methodology in detail, segmented into two distinct phases. The first phase involves
data scraping and preprocessing, setting the foundation for the subsequent stages. The second phase encompasses
topic modeling, sentiment analysis, Machine Leaning and evaluation. This structured approach allows us to
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maintain a clear and logical flow throughout our investigation, ensuring each stage is comprehensively addressed
and interconnected.

3.1 Dataset
For the purpose of our research, we used ’snscrape’, a Python-based social media scraping tool, to acquire the
necessary data from Twitter. This tool allowed us to scrape tweets by employing specific keywords that are
relevant to our study. The keywords selected for this task included ”ChatGPT”, ”Bing”, ”Bards”, ”OpenAl”, and
several others that are closely associated with Al tools and conversational agents.
The snscrape tool offers the flexibility to specify a date range for the tweets being scraped, which enabled us to
control the interval of data we wished to collect. This is particularly crucial as it allows us to capture the temporal
dynamics of public sentiment and topical interest, providing a richer and more comprehensive dataset for our
analysis.
This curated dataset serves as the backbone of our study, providing valuable insight into public sentiment and
discussions about these prominent Al tools and conversational agents. The data was rigorously checked and
cleaned to ensure that it accurately represents the public discourse on these topics, laying a robust foundation for
our subsequent preprocessing, topic modeling, and sentiment analysis stages.

3.2 Preprocessing
The preprocessing stage is a critical step in our research methodology. It is in this phase that the raw scraped data
from Twitter is refined and cleaned, ensuring it is in a suitable format for further analysis.

1) Drop Duplicates: The first step of our preprocessing stage was the elimination of duplicate tweets from
our dataset. Duplicates could arise from various sources, such as retweets, repeated tweets, or scraping errors. By
removing these duplicates, we mitigated the risk of over-representing certain sentiments or topics, thereby
ensuring a more balanced and accurate analysis.

2) Remove URLSs: The next step was to remove all URLSs present within the tweets. URLSs do not contribute
valuable semantic information that can be used for sentiment analysis or topic modeling. As such, their removal
helped to focus our analysis on the core text data.

3) Remove Mentions: The dataset was further cleaned by removing all ’@’ mentions. These are typically
used on Twitter to refer to specific users and often do not offer relevant contextual insights for our general
sentiment analysis and topic modelling.
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Figure 1.General Approach.
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4) Remove Hashtags: We also removed hashtags from our tweets. While hashtags can sometimes provide
informative context, they were removed in this stage to maintain consistency in our text data and avoid potential
overemphasis on certain words or phrases.

5) Drop Missing Values: Any tweets containing missing values were dropped from our dataset. This step
was essential to maintain the integrity and consistency of our data, ensuring that our subsequent analysis was
based on complete information.

6) Remove Punctuation: Punctuation marks present in the tweets were removed. As they do not contribute
to the sentiment or the topic of a tweet, they could potentially interfere with the effectiveness of our subsequent
analysis processes.

7 Lowercase: The text data within the dataset was transformed into lowercase. This ensured uniformity
across the dataset and prevented duplication of words due to case differences, thus enhancing the efficiency of
our analysis.

8) Remove Symbols: We further refined our dataset by removing any additional non-alphanumeric
symbols. This helped to keep our focus on the core textual content of the tweets.

9) Vectorization: In the final step of preprocessing, the cleaned text data was converted into a machine-
readable format through vectorization. This transformation allowed our computational models to process the text,
paving the way for the subsequent tasks of sentiment analysis and topic modeling.

o

Figure 2. Scraping Data and Preprocessing.

3.3 Topic Modeling
Following the preprocessing of our data, we proceeded with the topic modeling stage, a key part of our study. We
adopted Latent Dirichlet Allocation (LDA), a popular method for topic modeling in text data, to identify the main
topics discussed in our dataset of tweets.
We began by defining a function to preprocess the tweets further. This function involved removing stopwords,
words of minimal semantic importance such as ”and”, ”the”, and ”’in”, from the English language and discarding
words less than three characters long, as they are unlikely to hold significant meaning. It also entailed the removal
of special characters and URLs from the tweets, maintaining our focus on meaningful text data.
The processed tweets were then used to create a dictionary of unique words and their frequencies. This dictionary
provided us a structured representation of our data and acted as a mapping between words and their respective
ids, thereby aiding in the subsequent modeling stages.
Next, we transformed the preprocessed data into a Bagof-Words (BoW) representation. The BoW model
represents text data in terms of the frequency of words, disregarding grammatical details and word order but
maintaining multiplicity.
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The dictionary and BoW corpus were then used to train the LDA model. We chose to identify four topics, based
on our preliminary understanding of the data. The ’passes’ parameter was set to 10, which refers to the number of
times the algorithm passes over the entire corpus. A higher number of passes can lead to a better model at the cost
of increased computational effort.

Once the LDA model was trained, it was used to print the topics and their most representative words. This gave
us an initial understanding of the broad themes discussed in our dataset.

Finally, to better visualize the topics and the distribution of words, we used the Python library pyLDAvis. This
tool provided an interactive visualization of the topics identified by our LDA model, offering a clear and detailed
understanding of the prominent themes present in our Twitter dataset.

3.4 ML-Sentiment Analysis
After identifying the key topics from our dataset, we proceeded to the sentiment analysis stage. Sentiment analysis,
also known as opinion mining, involves the use of natural language processing, text analysis, and computational
linguistics to identify and extract subjective information from source materials.
The goal of sentiment analysis in our research is to discern the overall sentiment or emotional tone present in the
discussions related to the key topics. It is an essential step in our study, as it not only reveals what topics are being
discussed but also provides insights into the public’s feelings and attitudes towards these topics.
Sentiment analysis typically classifies sentiments into categories such as positive”, “negative”, and “neutral”.
These sentiments can be derived from the text content of tweets, comments, reviews, and other forms of public
discourse. Various techniques can be employed for sentiment analysis, including ML approaches ( SVM, RF,
Multinomial NB, Gradient Boosting, LR and EL)
The specific implementation details for sentiment analysis in this study will be outlined in the subsequent sections.
The sentiment analysis stage culminates in an evaluation process to assess the effectiveness of the chosen
approach, providing an understanding of its strengths and potential areas for improvement. This analysis not only
informs the refinement of our research methods but also contributes to the broader scientific understanding of
sentiment analysis as applied to social media data.

3.5 Evaluation
The final and critical step in our research methodology was the evaluation of the performance of our chosen ML
models for sentiment analysis. It is crucial to understand how well these models are performing to determine their
applicability and effectiveness in real-world scenarios.
We utilized several evaluation metrics to measure the performance of the models, each providing a unique
perspective on the model’s capabilities.

Confusion Matrix: The confusion matrix is a table that is often used to describe the performance of a
classification model. It provides a more detailed view of the model’s performance by showing the true
positives, false positives, true negatives, and false negatives.

. Accuracy: ACC is the most intuitive performance measure. It is simply a ratio of correctly predicted
observations to the total observations. However, it might not be a suitable metric when the class distribution
is imbalanced.

Precision: Prec is a measure that tells us what proportion of predicted positives is truly positive. It is a
good metric to use when the cost of false positives is high.

Recall: Rec, or sensitivity, tells us what proportion of actual positives is correctly classified. This metric
is important when the cost of false negatives is high.

F1-Score: The F1-s is the harmonic mean of Prec and Rec and provides a balance between these two
metrics. It’s particularly useful if there is an uneven class distribution.

The models’ performance on these metrics provided us with a holistic view of their effectiveness. By analyzing
these metrics, we could assess not just how many predictions were correct, but also how each model performed
in terms of its ability to correctly identify positive and negative sentiments, its resistance to false positives and
negatives, and its overall predictive power. This comprehensive evaluation enabled us to determine the most
effective model for sentiment analysis in our dataset, contributing to the practical value of our research.
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4. Results

4.1 Sentiment Analysis Results
The results from our sentiment analysis models exhibit varying degrees of performance, showcasing the unique
strengths and potential weaknesses of each approach.

m N BN T4 ... Tn
Topic Modeling

° 09%%
:%!\gyb . 7 ° 3&: :0::9’;
0’!\0 ® a —)[ Ensemble Learning ]

Machine Learning

[ Evaluation ](7

Sentiment Analysis

Figure 3. Topic Modeling & Sentiment Analysis.

The RF Classifier showed an ACC of 77.71%. The confusion matrix for RF revealed that it had a somewhat
balanced performance across different sentiment classes, though it had a slightly higher number of false positives
and false negatives for neutral and negative sentiments.

The SVM model demonstrated a superior performance with an ACC of 87.60%. It had a particularly strong ability
to correctly identify positive sentiments, as indicated by the high number of true positives in its confusion matrix.
However, the model showed a slight difficulty in correctly classifying negative sentiments.

The Multinomial NB model had an ACC of 75.93%, making it one of the lesser-performing models in our study.
The confusion matrix showed that it struggled significantly with correctly classifying neutral sentiments, with a
higher number of false negatives.

The Gradient Boosting Classifier achieved an ACC of 71.86%, which was the lowest among the models tested.
Its confusion matrix demonstrated that it had difficulty in correctly identifying neutral and negative sentiments,
leading to a higher number of false positives and false negatives.

The LR model outperformed the others with an ACC of 89.89%. It had a high number of true positives for positive
and neutral sentiments, indicating its strong capability in correctly classifying these two sentiment classes.
However, the model had a slightly higher number of false positives for negative sentiments.

Lastly, the EL model, which combined the predictions from all the individual models, demonstrated the best
performance with an ACC of 90.74%. Its confusion matrix showed a balanced performance across different
sentiment classes, indicating that it managed to harness the strengths of the individual models while compensating
for their weaknesses.

The performance of these models on the Twitter dataset showcases the effectiveness and potential of ML models
in sentiment analysis tasks. These results can help to guide the selection of suitable models for similar tasks in the
future. The detailed performance of each ML model for sentiment analysis is reported through the classification
report. This report provides more in-depth statistics, including Prec, Rec, and F1-s for each sentiment class.
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Table 2. MODEL ACC.

Model ACC
RF 77.71%
Support Vector Machine | 87.60%
Multinomial NB 75.93%
Gradient Boosting 71.86%
LR 89.89%
EL 90.74%

The RF Classifier obtained high Prec in the positive class (0.94) but had lower Rec (0.32), suggesting it was
conservative in predicting this class but when it did, it was quite accurate. The model had balanced Prec and Rec
for the neutral and negative classes, leading to respectable F1-ss of 0.80 and 0.83, respectively.

SVM performed impressively across all classes. Its high Prec and Rec scores for all sentiment classes led to
substantial F1-ss, indicating that it was both accurate and consistent in its predictions.

The Multinomial NB model had an interesting performance. It had high Prec scores for neutral and negative
sentiments, suggesting it was cautious yet accurate in its predictions. However, its lower Rec scores indicate it
was less successful in identifying all true instances of these classes.

The Gradient Boosting Classifier had the lowest performance among the models tested. It had high Prec but low

Rec for the positive class and more balanced Prec and Rec for the other classes. These results suggest it was more
cautious in predicting positive sentiments and more balanced for the other classes.

The LR model showed excellent performance across all classes. It had high Prec and Rec scores, leading to
impressive F1-ss. These results indicate it was successful in accurately predicting and correctly identifying the
sentiments across all classes.

Finally, the EL model, which combined the individual models’ predictions, delivered the highest performance. It
achieved high Prec and Rec across all classes, resulting in high F1-ss. This indicates that it successfully harnessed
the strengths of individual models, making accurate predictions and correctly identifying sentiments across all
classes.

In summary, these results show the potential of ML models in accurately performing sentiment analysis tasks.
While some models perform better than others, each has unique strengths and weaknesses that can be leveraged
or mitigated depending on the specific requirements of a sentiment analysis task.

Table 3. Comparison of ml models for sentiment analysis.

Model ACC (%) | Prec | Rec | F1-s

RF 77.71 0.83 | 0.69 | 0.70
SVMs 87.60 0.85 | 0.85 | 0.85
Multinomial NB 75.93 0.78 | 0.70 | 0.73
GB 71.86 0.75 | 0.63 | 0.65

LR 89.89 0.88 | 0.87 | 0.88

EL 90.74 0.89 | 0.88 | 0.89

4.2 Topic Modeling Results
1) Connections between Emotions and Topics: Our topic modeling analysis uncovered several prominent themes

within the public discourse on Al tools and conversational agents. By subsequently applying sentiment analysis
to each identified topic, we established meaningful connections between emotions and these topics. The sentiment
polarity associated with each topic provided significant insights into public sentiment towards various aspects of
Al tools and conversational agents. For instance, we found that topics related to “ease of use” and efficiency”
often carried positive sentiment, implying general user satisfaction with these aspects of Al tools. Conversely,
topics concerning “data privacy” or “ethical considerations” were frequently associated with negative sentiment,
indicating public concern in these areas.
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Figure 4. Connections between Emotions and Topics.

In some cases, we observed that the same topic could elicit mixed sentiments, demonstrating the complexity and
diversity of public opinion. For instance, a topic like ”job displacement due to AI” witnessed both negative
sentiments (fear of job loss) and positive sentiments (optimism about new job creation or efficiency).

2) Sentiment Distribution: The sentiment distribution analysis provided a broader view of public sentiment
towards Al tools and conversational agents. We divided the sentiments into three categories: positive, negative,
and neutral.

Positive tweets commonly praised the efficiency, ACC, and innovative aspects of Al tools and conversational
agents. Negative tweets, on the other hand, often express concerns about data privacy, ethics, or the fear of Al
replacing human roles. Neutral tweets generally contained factual statements or objective discussions about Al
tools without expressing a particular sentiment.

The sentiment distribution varied with time and across different Al tools and conversational agents, reflecting
shifting public sentiment and the impact of current events or new developments in the field of Al. For example, a
surge in positive sentiment might be linked to the successful deployment of a new Al tool, while a sudden rise in
negative sentiment could be associated with a reported data breach or ethical controversy.

Together, these analyses paint a comprehensive picture of public sentiment towards Al tools and conversational
agents and highlight the diverse topics of discussion and emotional responses evoked in the public by these
emerging technologies.
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Figure 5.Sentiment Distribution.
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5. Conclusion and Future Work
This study presented a comprehensive approach to perform sentiment analysis and topic modeling on tweets
concerning,Al tools and conversational agents. The method utilized data scraping, preprocessing, topic modeling,
sentiment analysis using various ML models, and model evaluation.
From the results, it was observed that ML models, particularly EL and LR, showed high performance in sentiment
classification tasks. Furthermore, the Latent Dirichlet Allocation (LDA) model successfully identified distinct
topics in the dataset, providing valuable insights into public discourse around Al tools and conversational agents.
However, as with all studies, there are limitations. First, the sentiment analysis models might be improved with
more sophisticated text preprocessing, such as handling negations or more nuanced language features. Second,
the research would benefit from a larger, more diverse dataset, including data from other social media platforms
or regions.
The study’s findings present several avenues for future research. Firstly, exploring the application of deep learning
techniques, such as transformers or recurrent neural networks, might yield improved sentiment analysis results
due to their superior ability to understand context in a sequence of words. Additionally, multilingual or cross-
cultural sentiment analysis could be examined to understand global perspectives on Al tools and conversational
agents.
Finally, real-time sentiment analysis and topic modeling could be implemented to track the evolving public
opinion about these tools and agents, thereby providing timely and relevant insights for stakeholders in the Al
community.
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