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#### Abstract

In this paper, we defined the matrix as an important mathematical tool that has a prominent role in various applications. In order to be able to use matrices, we defined algebraic operations on it, mentioned its most important properties and some types, and showed the importance of matrices for mathematical and physical sciences, which lies in the fact that it allows facilitating calculations in various fields. It also helps in studying physical phenomena. The paper aims to study matrices and their applications in electrical circuits. Their use is very useful in solving electrical circuits because matrices are a way to deal with equations with more than one variable and give a good way to solve them. It helps us a lot to find demands in the electrical circuit, such as calculating and knowing the current in force, knowing the voltage, or another physical variable of the electrical circuit, by converting these circuits into equations and then into matrices, and using the inverse of the matrix to solve them for the purpose of facilitating calculations, avoiding errors, and obtaining results in the least possible time. And by using the methods of analysis of the electric circuit, we reached linear equations in the form of different currents and voltages, and we were able to solve these equations to find the value of the variables, were they efforts or currents that enable us to solve the entire electrical circuit, as matrices were a greatly useful aid when dealing with different electrical circuits.
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## 1- Introduction

Particular electric circuit systems are commonly encountered with uncertainties due to unavoidable parameter variations, component failures, disturbance. Theories and techniques of robust control are capable of dealing with such uncertainties, and much attention has been paid in the field of electronic circuits in recent years, for issues of analysis [1]. On the other hand, it is well known that robustness in control theory means a certain performance is guaranteed against various parametric uncertainties and/or external disturbances and noise [2]. In the same way, in real-life industrial applications, strong nonlinearities of plants may lead to severe difficulties for the analysis and synthesis of control systems [3]. Otherwise, because of the increasing demand for reliability and safety in industrial processes, fault detection (FD) has been the subject of intensive research, and a lot of detection approaches have been presented in the literature [4]. Therefore, in recent years, descriptor systems have been one of the major research fields of control theory due to the comprehensive applications in the Leontief dynamic model and in electrical [5]. According to this study, one issue of fault detection and isolation is increasingly required in various kinds of practical complex systems for guaranteeing reliability and pursuing performance [6]. During the past decades, Markovian jump systems have received a great deal of research attention because they can be employed to model some plants whose structure is subject to random abrupt changes such as random failures or repairs of the components, sudden environmental changes, changing subsystem interconnections, and changes of the operating point of a linearized model of a nonlinear system [7].

## 1. Matrix definition

A matrix is a rectangular arrangement of entries, each of which is called an element. The elements of the matrix are arranged in the form of rows and columns. The size of the matrix is the number of rows and the number of columns, so any matrix is made up of $m$ rows, $n$ columns, and it is of $m \times n$ size [8].

$$
A=\left[\begin{array}{ccc}
a_{11} & a_{12} & \cdots \\
\vdots & \ddots & a_{1 n} \\
a_{m 1} & a_{m 2} & \cdots \\
\vdots & a_{m n}
\end{array}\right]=\left[a_{i j}\right]
$$

where the element in row $i(1 \leq i \leq m a n d$ column $j$ ( $1 \leq j \leq n$ of the A matrix of degree $m \times n$ is written $a_{i j}$.

## Matrix equals

The matrices $A=\left[a_{i j}\right]_{m \times n}$ and $B=\left[b_{i j}\right]_{m \times n}$ are said to be equal if:
$1-\mathrm{A}, \mathrm{B}$ of the same degree.
2- Each element of matrix $A$ is equal to its corresponding element in matrix $B$.

## Matrix types

- If $\mathrm{n}=1$, the matrix becomes $m \times 1$ and is called the column matrix.
- If $m=1$, the matrix becomes of the type $1 \times n$ and is called row matrix
- If $\mathrm{m}=\mathrm{n}$, the matrix becomes of $n \times n$ type and is called the n -square matrix, and the set of elements is called $a_{11}, a_{22}, \ldots, a_{n n}$ in the square matrix the main diagonal of the matrix while the set of elements is called $a_{1 n}, a_{2 n-1}, \ldots, \ldots$ The secondary dimension of the matrix.
- A rectangular matrix has the number of rows different from the number of its columns.
- The unit matrix is a square matrix with all the elements of its main diagonal equal to 1 and the rest of its elements being zero.
- The diagonal matrix is a square matrix whose elements outside its main diagonal is zeros.
- A zero matrix is a matrix with all the elements zero.
- The proper matrix, which is diagonal matrix whose main diagonal elements are equal.
- The conjugate matrix of any matrix is a matrix that we get after replacing each element with its conjugate.


## 2. Operations on arrays

1- Addition and subtraction of matrices: the two matrices $A=\left[a_{i j}\right]_{m \times n}$ and $B=\left[b_{i j}\right]_{m \times n}$ are said to be additive and subtractive if they are of the same degree, so if their sum is the matrix $D=\left[d_{i j}\right]_{m \times n}$ and their subtraction is the matrix $C=\left[c_{i j}\right]_{m \times n}$ of the same degree, then:

$$
\begin{gathered}
A+B=\left[a_{i j}\right]_{m \times n}+\left[b_{i j}\right]_{m \times n}=\left[d_{i j}\right]_{m \times n}=D \\
A-B=\left[a_{i j}\right]_{m \times n}-\left[b_{i j}\right]_{m \times n}=\left[c_{i j}\right]_{m \times n}=C
\end{gathered}
$$

2- Matrix multiplication: If $A=\left[a_{i j}\right]_{m \times r}$ and $B=\left[b_{i j}\right]_{r \times n}$ then $A \times B$ is defined and possible if the columns of A are equal to the number of rows of B and the resulting matrix is of degree $m \times n$, meaning that $C=\left[c_{i j}\right]_{m \times n}$

## Matrix inverse

A square matrix $A$ of order $n$ has an inverse. If there is a matrix $B$ of the same order as the matrix $A$, where $A \times B=B \times A=I_{n}$, then we say in this case that the matrix A is invertible and its inverse is B , and it is denoted by the symbol $A^{-1}$
a- Algebraic properties of operations on matrices:
(The substitution of addition) $\mathrm{A}+\mathrm{B}=\mathrm{B}+\mathrm{A}$
b- $\quad($ Coordination for Addition $) ~ A+(B+C)=(A+B)+C$
c- $\quad($ Distribute multiplication over addition $) \mathrm{A}+\mathrm{B})=\mathrm{CA}+\mathrm{CB}$.
d- $\mathrm{k}(\mathrm{AB})=(\mathrm{KA}) \mathrm{B}=\mathrm{A}(\mathrm{KB})$
e- $(\mathrm{O}$ zero matrix $) \mathrm{A}+\mathrm{O}=\mathrm{O}+\mathrm{A}=\mathrm{O}$ e)

$$
\begin{gathered}
\text { f- } \quad \mathrm{AO}=\mathrm{OA}=\mathrm{O} \\
\mathrm{~g}-\quad \mathrm{A}-\mathrm{A}=\mathrm{O}
\end{gathered}
$$

The importance of matrices:. The importance of matrices lies in many fields, as they can be used in many mathematical applications or in the field of science, including physics.

- Arithmetic: it allows facilitating mathematical operations in various fields.
- Physics: It helps in the study of physical phenomena such as the movement of bodies, energy conversion, mechanics and electric current.


## 3. Solving a set of linear equations

Let's have the following system of equations:

$$
\begin{gathered}
a_{11} x_{1}+a_{12} x_{2}+a_{13} x_{3}+\cdots+a_{1 n} x_{n}=b_{1} \\
a_{21} x_{1}+a_{22} x_{2}+a_{23} x_{3}+\cdots+a_{2 n} x_{n}=b_{2} \\
\cdot \\
\cdot \\
\cdot
\end{gathered} \cdot \cdot \cdot 子 \begin{gathered}
\cdot \\
a_{n 1} x_{1}+a_{n 2} x_{2}+a_{n 3} x_{3}+\cdots+a_{n n} x_{n}=b_{n}
\end{gathered}
$$

It can be represented using matrices as follows:
We write A and $=\mathrm{B}$ where $\left[\begin{array}{cccc}a_{11} & a_{12} & \cdots & a_{1 n} \\ a_{21} & a_{22} & \cdots & a_{2 n} \\ \vdots & \vdots & & \vdots \\ a_{n 1} & a_{n 2} & \cdots & a_{n n}\end{array}\right]\left[\begin{array}{c}x_{1} \\ x_{2} \\ \vdots \\ x_{n}\end{array}\right]=\left[\begin{array}{c}b_{1} \\ b_{2} \\ \vdots \\ b_{3}\end{array}\right]$

$$
A=\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \cdots & \vdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right], \mathrm{X}=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right], \mathrm{B}=\left[\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{3}
\end{array}\right]
$$

To solve this system, we multiply both sides of the equation by $\mathrm{A}^{-1}$.

$$
A^{-1} A X=A^{-1} B \rightarrow I X=A^{-1} B \rightarrow X=A^{-1} B
$$

## 4. Matrix applications

Arithmetic matrices play a major role in life as they are used in many applied fields in order to facilitate calculations and avoid errors and inaccurate outputs. Linear equations are used in many fields, and the solution of these equations is considered one of the basic things in finding variables, as they are used as a mathematical model to represent many applications such as electrical circuits.

2- Analyze electrical circuits using loop analysis to calculate current:
Electrical circuits consist of a mixture of active and passive elements connected in series, parallel, or mixed. All electrical circuits can be solved using basic circuit laws such as Ohm's Law, Kirchhoff's Laws, and others. But with a group of theories that facilitate the writing of linear circuit equations, we get a quick solution to it. We can use arrays in electrical and electronic networks widely.

Loop analysis is one way to solve electrical networks. In this method, we use Kirchhoff's voltage law for each loop.......

The direction of the current is determined for each loop, let it be clockwise $\mathrm{I}_{\mathrm{A}}, \mathrm{I}_{\mathrm{B}}, \mathrm{I}_{\mathrm{C}}, \ldots$. .
The poles of the resistors are determined according to the direction of the default current, then the Kirchhoff voltage equations are written for each loop, and from them we calculate the sub-currents I1,I2,I3.....

To study this application in a simple way, we take the following example:
Example: Using the loop analysis method, find the loop currents $I_{A}, I_{B}, I_{C}$ and based on that, select the subcurrents, then make sure that the calculations are correct by the power balancing method?


## The solution:


$R_{A}=R_{1}+R_{3}+R_{6}=1+3+6=10 \Omega$
$R_{B}=R_{2}+R_{3}+R_{5}=2+3+5=10 \Omega$
$R_{C}=R_{4}+R_{5}+R_{6}=4+5+6=15 \Omega$
$R_{A B}=R_{3}=3 \Omega R_{A C}=R_{6}=6 \Omega R_{B C}=R_{5}=5 \Omega$
$E_{A}=-E_{1}-E_{3}=-2-12=-14 \mathrm{~V}$
$E_{B}=E_{3}-E_{2}=12-10=2 V \quad E_{C}=E_{4}=29 \mathrm{~V}$
The toroidal resistor matrix and the toroidal voltage matrix...

$$
\begin{gathered}
R_{M}=\left[\begin{array}{ccc}
R_{A} & -R_{A B} & -R_{A C} \\
-R_{A B} & R_{B} & -R_{B C} \\
-R_{A C} & -R_{B C} & R_{C}
\end{array}\right]=\left[\begin{array}{ccc}
10 & -3 & -6 \\
-3 & 10 & -5 \\
-6 & -5 & 15
\end{array}\right] \\
E_{M}=\left[\begin{array}{l}
E_{A} \\
E_{B} \\
E_{C}
\end{array}\right]=\left[\begin{array}{c}
-14 \\
2 \\
29
\end{array}\right]
\end{gathered}
$$

The inverse matrix of the matrix of toroidal resistors...

$$
R_{M}^{-1}=\left[\begin{array}{ccc}
0.22 & 0.13 & 0.13 \\
0.13 & 0.2 & 0.12 \\
0.13 & 0.12 & 0.16
\end{array}\right]
$$

The matrix of the toroidal currents is given by the matrix equation......

$$
\begin{gathered}
I_{M}=R_{M}^{-1} \times E_{M}=\left[\begin{array}{ccc}
0.22 & 0.13 & 0.13 \\
0.13 & 0.2 & 0.12 \\
0.13 & 0.12 & 0.16
\end{array}\right] \times\left[\begin{array}{c}
-14 \\
2 \\
29
\end{array}\right]=\left[\begin{array}{l}
1 \\
2 \\
3
\end{array}\right] \\
I_{A}=1 A \quad I_{B}=2 A \quad I_{C}=3 A
\end{gathered}
$$

Sub streams...
$I_{1}=-I_{A}=-1 A \quad I_{2}=-I_{B}=-2 A \quad I_{3}=I_{B}-I_{A}=2-1=1 A$
$I_{4}=I_{C}=3 A \quad I_{5}=I_{C}-I_{B}=3-2=1 A \quad I_{6}=I_{C}-I_{A}=3-1=2 A$
Balancing ability.. $\qquad$
$P_{S}=I_{1} E_{1}+I_{2} E_{2}+I_{3} E_{3}+I_{4} E_{4}$
$P_{S}=(-1 \times 2)+(-2 \times 10)+(1 \times 12)+(3 \times 29)=77 W$
$P_{L}=R_{1} I_{1}^{2}+R_{2} I_{2}^{2}+R_{3} I_{3}^{2}+R_{4} I_{4}^{2}+R_{5} I_{5}^{2}+R_{6} I_{6}^{2}$
$P_{L}=\left(1 \times(-1)^{2}\right)+\left(2 \times(-2)^{2}\right)+\left(3 \times(1)^{2}\right)+\left(4 \times(3)^{2}\right)+\left(5 \times(1)^{2}\right)+\left(6 \times(2)^{2}\right)=77 W$

$$
\therefore P_{S}=P_{L}
$$

## 3- Analyze electrical circuits using nodal analysis to calculate voltages

Nodal analysis is one way to solve electrical networks. Kirchhoff's current law (KCL) is used to calculate the nodal voltages.

- Determine the number of nodes in the circuit.
- Choosing a reference node connected to the ground and its voltage is zero, $\mathrm{V}=0$.
- We impose the direction of the currents for each node (according to the source of the voltage or the source of the current).
Write the Kirchhoff equation for each node
To make it clearer, we will give an example.
An example of how Using nodal analysis, find the contract voltages?

$E_{1}=20 V \quad E_{2}=15 V \quad E_{3}=17 V \quad R_{1}=15 \Omega R_{2}=15 \Omega$
$R_{3}=15 \Omega R_{4}=10 \Omega R_{5}=12 \Omega R_{6}=14 \Omega R_{7}=15 \Omega$
$R_{8}=20 \Omega$


## The solution

1- Convert voltage sources into current sources.
2- We focus on the currents that feed the nodes, not the sub-currents.
3- Coding the contract.
4- Writing the equations in terms of continuity for each node.

5- Whistling one of the knots, let it be e
$V_{e}=0 \quad G_{1}=0.0667 s \quad G_{2}=0.0667 s \quad G_{3}=0.0667 s$
$G_{4}=0.1 s \quad G_{5}=0.083 s \quad G_{6}=0.0714 s \quad G_{7}=0.0667 s$
$G_{8}=0.05 s$
$G_{a}=G_{1}+G_{7}+G_{8}=0.0667+0.0667+0.05=0.1834 s$
$G_{b}=G_{2}+G_{5}+G_{8}=0.0667+0.083+0.05=0.2 s$
$G_{C}=G_{3}+G_{4}+G_{7}=0.0667+0.1+0.0667=0.233 \mathrm{~s}$
$G_{d}=G_{3}+G_{2}+G_{6}=0.0667+0.0667+0.0714=0.2048 s$
$G_{a b}=G_{8}=0.05 s \quad G_{a c}=G_{7}=0.0667 s \quad G_{a d}=0$

$I_{S 1}=\frac{E_{1}}{R_{1}}=\frac{20}{15}=1.33 \mathrm{~A} \quad I_{S 2}=\frac{E_{2}}{R_{2}}=\frac{15}{15}=1 \mathrm{~A}$
$I_{S 3}=\frac{E_{3}}{R_{3}}=\frac{17}{15}=1.133 \mathrm{~A}$
$G_{M}=\left[\begin{array}{cccc}G_{a} & -G_{a b} & -G_{a c} & -G_{a d} \\ -G_{a b} & G_{b} & -G_{b c} & -G_{b d} \\ -G_{a c}-G_{b c} & G_{c} & -G_{c d} \\ -G_{a d}-G_{b d} & -G_{c d} & G_{d}\end{array}\right]=\left[\begin{array}{cccc}0.1834 & -0.05 & -0.067 & 0 \\ -0.05 & 0.2 & 0 & -0.067 \\ -0.067 & 0 & 0.233 & -0.067 \\ 0 & -0.067 & -0.067 & 0.2048\end{array}\right]$
$V_{M}=\left[\begin{array}{l}V_{a} \\ V_{b} \\ V_{c} \\ V_{d}\end{array}\right] I_{M}=\left[\begin{array}{c}I_{S 1} \\ I_{S 2} \\ I_{S 3} \\ I_{S 2}-I_{S 3}\end{array}\right]=\left[\begin{array}{c}1.33 \\ 1 \\ 1.133 \\ -2.133\end{array}\right]$
$\because G_{M} \times V_{M}=I_{M}$
$\left[\begin{array}{cccc}0.1834 & -0.05 & -0.067 & -0.067 \\ -0.05 & 0.2 & 0 & -0.067 \\ -0.067 & 0 & 0.233 & 0.2048\end{array}\right]\left[\begin{array}{l}V_{a} \\ V_{b} \\ V_{c} \\ V_{d}\end{array}\right]=\left[\begin{array}{c}1.33 \\ 1 \\ 1.133 \\ -2.133\end{array}\right]$
$\therefore V_{M}=G_{M}^{-1} \times I_{M}$
$V_{M}=\left[\begin{array}{l}V_{a} \\ V_{b} \\ V_{c} \\ V_{d}\end{array}\right]=\left[\begin{array}{c}11.001 \\ 5.5402 \\ 6.129 \\ -6.597\end{array}\right]$

## 5. Conclusion

Matrices are one of the branches of linear algebra. They are used in the study of various topics of daily life, including mathematics and physics. Matrices provide the fastest and easiest way to reach values, whether in mathematics or other sciences. They are used in applied sciences as a means in addition to shortening the time and giving the correct results. Therefore, we recommend expanding the study of matrices science and benefiting from it because of its other applications, such as those mentioned in this paper, and other applications that were not mentioned, such as the use of matrices in economics, chemistry, mechanics, and computers, and solving many complex equations. Therefore, we have to employ knowledge in its applications for further development and progress.
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